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Executive Summary

Digital foreign interference (DFI) is an emerging Canadian national security challenge that is rising in significance as more malicious foreign actors learn how to effectively employ it against democracies. DFI is particularly dangerous because foreign actors can surreptitiously undercut established institutions, values, and norms by directly connecting with citizens in other countries through free and widely accessible methods of communication.

DFI is an evolved form of traditional propaganda, whereby the Internet and other types of technology are utilized to create and proliferate particular information in an immediate, targeted, and tailored way. As opposed to traditional forms of propaganda, DFI is employed primarily through the Internet and specifically via social media platforms. Once a malicious actor is virtually connected with foreign individuals and communities, they can create and disseminate tailored and targeted propaganda. In some cases, this propaganda feeds the national objectives of a foreign government, which may seek to mould another state’s public opinion, or disrupt elections, or increase animosity between political rivals and social groups, or altogether weaken democratic principles.

Russia’s Internet Research Agency (IRA), for instance, ran digital campaigns across multiple social media platforms during the 2016 US presidential election. According to one report, this campaign resulted in 3841 persona accounts on Twitter generating 10.4 million tweets (of which 6 million were original), 81 unique Facebook pages containing 61,483 posts, 1107 videos across 17 YouTube channels, and 33 Instagram accounts containing 116,205 posts.

DFI campaigns also targeted Germany, the UK, France, and Taiwan. As outlined in this report, the process often starts with sophisticated hackers, often backed by a state, stealing sensitive personal and/or professional digital data. Next, the data are eventually dumped anonymously and made publicly available. Twitter and other social media platforms are then used to draw broader attention to the documents and data. Bots do their part to amplify the process even further. The content enters the collective mainstream, shared by regular social media users and reported upon by traditional media.

By manipulating and falsifying information, DFI threatens Canadian liberal democratic institutions in several ways: It replaces the interests of Canadians with those of a foreign government or actor; it inflames societal tensions within Canada, and within and among Canada’s friends and allies, creating political polarization and division as a result; and it facilitates authoritarian overreach of Canadian citizens with connections abroad. More fundamentally, because of our increasing reliance on digital technology for information, DFI threatens to undermine the very notion of truth within Canadian society and degrade trust in the democratic process.
The threat posed by DFI is also evolving, making use of emerging technologies, including, most notably, Artificial Intelligence and Machine Learning (AI/ML). While contemporary DFI still has an important human element, in which information is generated and disseminated by people who publish material online via social media in much the same way as ordinary citizens might communicate their own political views to their friends and family, the future of DFI will be even further AI-enhanced and AI-generated.

Powerful automated software will troll the Internet, generating its own content and disseminating it against pre-selected and vulnerable populations. As artificial intelligence becomes increasingly sophisticated, the human element in DFI will diminish in importance. AI-supported software may eventually autonomously generate manipulative or suggestive photographs, videos, and text. While humans may retain command over the decision to launch a DFI campaign as part of a larger political or international strategy, the campaign itself might be executed and managed by an artificially intelligent software program.

Of particular concern are deepfakes, which are “video forgeries” that appear to make people say or do things they never did. With enough photo or video images of a person, facial recognition algorithms can recreate a solid replica of the person’s original face. The material can then be superimposed onto other video content. Add audio – also facilitated by AI – and you have a convincing video of a person engaged in a scenario that never took place. The goal would be to produce and distribute fake but highly realistic and customized content to strategically shift narratives and perceptions, and, ultimately, behaviour.

Responding effectively to DFI will require a multifaceted, multilateral, and flexible approach. Internet companies and social media firms will have to be held accountable for the information they disseminate and post on their sites. These companies should be encouraged to find better ways to identify, flag, correct, and even eliminate false or misleading information in a timely and efficient manner. Independent tribunals might be established to review and possibly reinstate material that is removed. States may need to promote a common legal understanding of the phenomenon of disinformation and misinformation among and between the private and public sectors.

Canada should continue working with like-minded states to counter DFI when and where it occurs. Providing a common baseline for response and collective action will help individual democracies present a unified front. Working in partnership with others, Canada might cautiously explore whether and how it might use DFI against known and identified aggressors. For the future, Canada should encourage the continued private sector development of domestic AI excellence in a manner that finds the right balance with privacy rights. It can also explore ways to better integrate AI expertise into Canada’s defence establishment.
Sommaire

L’interférence étrangère sous forme numérique (IEN) est un nouveau défi en matière de sécurité nationale au Canada qui progresse au fur et à mesure qu’un nombre croissant d’intervenants malveillants à l’étranger apprennent à exploiter efficacement cette tactique contre les démocraties. L’IEN est particulièrement dangereuse, car les stratagèmes employés par ces intervenants peuvent éroder de manière sournoise les institutions, les valeurs et les normes établies au moyen de contacts directs avec les citoyens étrangers par des voies de communication étendues et gratuites.

L’IEN est une forme évoluée de propagande traditionnelle qui utilise l’Internet et d’autres types de technologies pour créer et propager des renseignements de manière immédiate, ciblée et personnalisée. Contrairement aux formes traditionnelles de propagande, l’IEN mise principalement sur l’Internet, et plus particulièrement sur les plateformes de médias sociaux. Lorsqu’un individu malveillant noue un lien virtuel avec des personnes ou des collectivités étrangères, une propagande ciblée et personnalisée peut aisément être orchestrée et diffusée. Dans certains cas, cette propagande soutient les objectifs nationaux d’un gouvernement étranger, qui peut chercher à façonner l’opinion publique d’un autre État ou, encore, perturber des élections, aiguiser l’animosité entre rivaux politiques et groupes sociaux ou discréditer complètement les principes démocratiques. Le Centre de recherche Internet russe (Internet Research Agency ou IRA), par exemple, a mené des campagnes numériques sur de nombreuses plateformes de médias sociaux lors de l’élection présidentielle de 2016 aux États-Unis. Selon un rapport, cette campagne a été à l’origine de 3 841 nouveaux comptes personnels sur Twitter – au moyen desquels 10,4 millions de gazouillis ont été transmis et 6 millions de nouvelles conversations ont été alimentées –, de 61 483 messages dans 81 pages individuelles sur Facebook, de 1 107 vidéos sur 17 chaînes YouTube et de 116 205 messages provenant de 33 nouveaux comptes sur Instagram.

En manipulant et en falsifiant les informations, l’IEN menace les institutions démocratiques libérales canadiennes de plusieurs manières : elle substitue les intérêts des Canadiens à ceux de gouvernements ou d’intervenants étrangers; elle aggrave les tensions sociales à l’intérieur du pays et parmi les amis et alliés du Canada, ce qui suscite la polarisation et la division sur le plan politique; et elle prédispose au dogmatisme les citoyens canadiens en contact avec l’étranger. Plus fondamentalement, en raison de notre dépendance croissante à l’égard de la technologie numérique comme source d’information, l’IEN risque d’affaiblir la notion même de vérité au sein de la société canadienne et d’érorer la confiance envers le processus démocratique.

La menace posée par l’IEN évoluera également, en misant sur les technologies émergentes, tout particulièrement sur l’intelligence artificielle (IA) et l’apprentissage machine. L’IEN contemporaine intègre toujours un élément humain important, car l’information apparaît et circule en ligne grâce aux messages transmis sur les médias sociaux, tout comme s’il s’agissait d’un face à face animé par des citoyens ordinaires qui confient à leur entourage leurs propres opinions politiques. Néanmoins, l’IEN de l’avenir tirera grand profit de l’intelligence artificielle en matière de création et de diffusion.

Un logiciel automatisé puissant explorera l’Internet en générant et en diffusant son propre contenu à l’intention de populations ciblées et vulnérables. À mesure que l’intelligence artificielle deviendra de plus en plus avancée, le facteur humain dans l’IEN diminuera. Les logiciels pris en charge par l’IA pourraient éventuellement générer de manière autonome des photographies, des vidéos et des textes faux ou suggestifs. Les humains seront toujours aux commandes pour lancer une campagne d’IEN dans le cadre d’une stratégie politique ou internationale étendue, mais la campagne elle-même serait menée et gérée par un logiciel doté d’une intelligence artificielle.

Ce sont les « deepfakes », vidéos fabriquées de toutes pièces où des personnes parlent ou font des choses, qui suscitent le plus d’inquiétude. Avec suffisamment d’images photo ou vidéo d’une personne, les algorithmes de reconnaissance faciale réussissent assez bien à reproduire son visage. Un contenu vidéo peut ensuite être superposé à un autre. Ajoutons le son – étape également facilitée par l’IA – et nous obtenons une vidéo convaincante à propos d’une personne participant à un scénario qui ne s’est jamais produit. L’objectif serait de produire et de diffuser un contenu factice, mais très réaliste et personnalisé, afin de faire évoluer de manière stratégique les idées et les perceptions et, par conséquent, de favoriser certains comportements.

Répondre efficacement à l’IEN exigera une approche multiforme, multilatérale et souple. Les sociétés Internet et de médias sociaux devront être tenues responsables des informations qu’elles diffusent et affichent sur leurs sites. Ces sociétés doivent être incitées à trouver de meilleurs moyens de repérer, de signaler, de corriger, voire même de retirer les informations fausses ou trompeuses, et ce, rapidement et efficacement. Des juges indépendants pourraient être désignés afin d’examiner les documents retirés et de rétablir éventuellement leur statut. Les États pourraient devoir promouvoir une acceptation juridique commune pour désigner le phénomène de désinformation et de mésinformation entre les secteurs privé et public et à l’intérieur de ces derniers.

Le Canada doit continuer à collaborer avec des États partageant les mêmes valeurs que lui pour contrecarrer l’IEN quand et où il se produit. Se rallier pour intervenir collectivement aidera les démocraties individuelles à présenter un front unifié. En partenariat avec d’autres pays, le Canada pourrait examiner minutieusement si et comment il pourrait exploiter l’IEN contre des agresseurs connus et identifiés. Pour mieux préparer l’avenir, le Canada devrait pousser le secteur privé à continuer de développer l’excellence en matière d’IA nationale tout en respectant le droit à la vie privée. Il pourrait également étudier des moyens de mieux intégrer les compétences en matière d’intelligence artificielle dans le système de défense canadien.
Introduction

Digital foreign interference (DFI) is an emerging Canadian national security challenge that is rising in significance as more malicious foreign actors learn how to effectively employ it against democracies. DFI is particularly dangerous because foreign actors can surreptitiously undercut established institutions, values, and norms by directly connecting with citizens in other countries through free and widely accessible methods of communication. As opposed to traditional forms of propaganda, DFI is employed primarily through the Internet and specifically via social media platforms. Once a malicious actor is virtually connected with foreign individuals and communities, they can create and disseminate tailored and targeted propaganda. In some cases, this propaganda feeds the national objectives of a foreign government, which may seek to mould another state’s public opinion, or disrupt elections, or increase animosity between political rivals and social groups, or altogether weaken democratic principles.

Although individuals and states have attempted to intervene in foreign nations without resorting to military engagement for as long as statecraft has existed, the reach of online, digitized information has created novel dilemmas for liberal democratic institutions. By its very nature, transnational, digital information is vulnerable to interpretation, manipulation, and hacking by foreign actors outside of another state’s jurisdiction. The cross-border nature of the Internet has therefore created unique challenges for democratic states in particular.

By manipulating and falsifying information, DFI threatens Canadian liberal democratic institutions in several ways: It replaces the interests of Canadians with those of a foreign government or actor; it inflames societal tensions within Canada, and within and among Canada’s friends and allies, creating political polarization and division as a result; and it facilitates authoritarian overreach of Canadian citizens with connections abroad. More fundamentally, because of our increasing reliance on digital technology for information, DFI threatens to undermine the very notion of truth within Canadian society and degrade trust in the democratic process.

The threat posed by DFI is also evolving, making use of emerging technologies, including, most notably, Artificial Intelligence and Machine Learning (AI/ML). While contemporary DFI still has an important human element, in which information is generated and disseminated by people who publish material online via social media in much the same way as ordinary citizens might communicate their own political views to their friends and family, the future of DFI will be even further AI-enhanced and AI-generated. Powerful automated software will troll the Internet, generating its own content and disseminating it against pre-selected and vulnerable populations. As artificial intelligence becomes increasingly sophisticated, the human element in DFI will diminish in importance; AI-supported software may eventually autonomously generate manipulative
or suggestive photographs, videos, and text (Allen and Chan 2017). While humans may retain command over the decision to launch a DFI campaign as part of a larger political or international strategy, the campaign itself might be executed and managed by an artificially intelligent software program. Humans need not apply.

This report makes sense of DFI’s past, present, and future, with an eye towards protecting Canadian democracy. It begins by highlighting how and why DFI threatens Canadian democracy. It turns next to an exploration of recent examples of DFI campaigns that have targeted Germany, the UK, France, and Taiwan, illustrating how it functions in practice. The paper then turns to a discussion of how AI will change the nature, use, and utility of DFI in the coming years and decades. The paper concludes with thoughts on how Canada and its allies might better protect themselves from DFI.

DFI: Propaganda for the Internet Age

At its root, DFI is any deliberate action or attempt by foreign actors to clandestinely influence citizens of another state by, among other methods, presenting them with false information or misleading narratives by means of the Internet or any other digital platform. DFI has much in common with propaganda, which “seeks to dominate public thought processes so as to influence actions” (Baines and O’Shaughnessy 2013, xxi). Historically, propaganda was used by both state and non-state actors to change foreign attitudes and manipulate foreign political behaviour. Propaganda and DFI share the same underlying logic and objective. DFI is an evolved form of traditional propaganda, whereby the Internet and other types of technology are utilized to create and proliferate particular information in an immediate, targeted, and tailored way.

Today, over half of Canadians tune in online first to get their news (Zimmer and Erskine 2018). Methods of political advertising are evolving to reflect this trend. For example, during the 2016 American presidential election cycle, $1.4 billion was spent on online advertising, up from a mere $160 million in 2012 (Kim 2018, 1). This is a testament to the continuing shift in importance from physical news sources to digital ones. Despite these trends, however, digital media – in comparison to print, radio, or televised media – is not (yet) subject to the same level of legal and political scrutiny, regulation, or oversight. For instance, Canadian broadcasting and telecommunication regulations mandate that broadcasters and television stations not display abusive comment or images that are likely to expose an individual or a group to hatred on the basis of their identity, or any “false or misleading news” (Canada 2015, 2018d). Digital media face few similar restrictions. “We don’t have a policy,” Facebook argued in a May 2019 statement about fake videos appearing on its site, “that stipulates that the information you post on Facebook must be true” (Harwell 2019b).

States have only just begun grappling with adapting their laws and regulations for information created and disseminated online (Kim 2018, 3). Until they do, reality on the Internet will remain pliable, providing propagandists with avenues for sowing political discord (DiResta et al. 2017). Besides a shift in media consumption, Canadians are also increasingly migrating every facet of their lives online. The data have followed. From banking, education, and communications, to business and shopping, every online activity adds to the store of data. Digital information is by
its very nature transnational, making it vulnerable to manipulation and theft by foreign actors (Piccone 2018).

DFI threatens Canadian democracy in several ways. First, it can manipulate information so that foreign (rather than domestic) interests are reflected, expressed, and disseminated. Civic literacy is defined as the “knowledge and capacity of citizens to make sense of their political world” (Dixson 2005). Despite the fact that there are few empirical methods to test civic literacy levels, it is nonetheless considered a crucial element of liberal democratic society. If civic literacy is low, the ability of citizens to make rational and informed political decisions within the democratic process is compromised. DFI purposefully and negatively impacts democratic civic literacy because it is intentionally deceptive in nature.

The content packaged in DFI ranges from outright false information – otherwise known as disinformation – to highly biased forms of narrative framing – also known as misinformation (Canada 2018c). False or highly biased information can reduce a democratic citizen’s ability to properly contemplate and identify political decisions that serve the national interest. With DFI, the manipulation of facts compels a citizen to unintentionally reflect upon the interests of a foreign government or entity.

For example, Russian DFI efforts have targeted Canadians by proliferating misinformation about Syrian refugees in order to sow discord and disagreement on the country’s pro-refugee policies. Decreasing support for Syrian refugees in democratic countries, like Canada, may in turn play into Russian interests in the Middle East, by perpetuating its engagement in the region (Rocha 2018).

Second, DFI can create or promulgate political tension that can lead to civic discord and violence. Liberal democratic societies uphold human rights within and outside their borders (United Nations n.d.). Canada has long been a vocal champion of universal human rights. Disinformation and misinformation can undermine these efforts, exacerbating tensions between social groups, and in turn generating support for policies and actions that counter and weaken global human rights. As an illustration, a genocide was incited by the military in Myanmar through a concerted and multiyear effort that played out, in part, on social media: Targeted disinformation and misinformation was spread to legitimize violence against the country’s minority Rohingya population (Mozur 2019). Brutal violence ensued.

Third, DFI can facilitate authoritarian government overreach within democracies, undermining the concept of universal freedoms within the democracy. For example, Canada is home to a sizeable number of citizens and permanent residents who have family in, or cultural, economic, and other ties to China. The ruling Chinese Communist Party (CCP) works to foster loyalty to the party through “pre-emptive social government processes,” often facilitated by AI and other technology (Canada 2018b). China’s new social credit scheme is currently being used by the CCP to expand the influence, control, and power of the government. This is problematic for
liberal democratic countries because the social credit system appears to operate well outside of China’s physical borders (ibid.). In this case, the personal data of Chinese Canadians may be compromised even while they are physically removed from China and used to help tabulate their “social score” within China.

Finally, DFI threatens the notion of an established truth, of facts that are known and shared and acted upon. One possible effect of this is a reduction of public trust in democratic institutions. Research from MIT suggests that online misinformation and disinformation spread more quickly than factual information, that falsehoods have a greater reach than truths (Vosoughi, Roy, and Aral 2018). The reason may have something to do with the notion that contentious issues – often the very basis for misinformation and disinformation – elicit emotional human responses that compel people to engage with the material more passionately and forcefully (ibid.). Acquiring information, even useless or damaging information, feels good – literally; it has an effect on the “brain’s dopamine-producing reward system,” similar to money or junk food (Counts 2019). Researchers have also found that fake news travels faster and more broadly online than real news does (Vosoughi et al. 2018; Xiao et al. 2019).

All of this is problematic because the information provided in DFI often conflicts with the mainstream narratives espoused by traditional media and governments alike. Indeed, traditional media can either inadvertently provide legitimacy by reporting DFI information without proper corroboration or actually be co-opted by foreign actors in order to corroborate and legitimize electronic disinformation and misinformation. A good example is the capture of Chinese-language media in the Canadian market, which are owned by businesses with ties to the CCP (Blackwell 2019). The dissonance between fact and fiction can confuse citizens about which “facts” are correct and can help foster and bolster potentially harmful conspiracy theories. The spread of DFI is scientifically and empirically linked to growing public distrust in established liberal democratic institutions (Bennett and Livingston 2018, 122).

How DFI Works: The Human Touch

Digital foreign information is transmitted either by individuals using the same methods and platforms that ordinary people generally employ to publish and share information online, or automatically by bots – automated software designed to perform tasks on the Web. Currently, humans are still primarily principally responsible for DFI content generation, including the text and images transmitted online. Bots play a largely supportive role in amplifying the message across the Internet and various social media platforms, with the goal of reaching not only the largest but also the most relevant audience through microtargeting.

While DFI often appears esoteric and technologically advanced, the manner in which mis/disinformation is spread can be surprisingly simple. For example, Russia’s Internet Research Agency (IRA) – commonly referred to as Russia’s troll factory – ran digital campaigns across multiple social media platforms, including Facebook, Instagram, Twitter, and Youtube, which were designed to target US voters as a means of polarizing American political discourse and debate. This often entailed using a variety of “fake accounts” or creating “sock puppet” accounts “that mimicked a number of different types of legitimate users” (Howard et al. 2018, 25). Moreover, in their efforts to influence the outcome of the 2016 US presidential election, the IRA made use
of the same cross-platform digital advertising strategies that have been employed in the private sector to focus consumer attention on marketed products (ibid., 8).

The IRA’s digital campaign is a good example of “computational propaganda,” which relies on the use of “automation, algorithms, and big-data analytics to manipulate public life” (ibid., 39). Most IRA accounts on Twitter were automated, for example, although “they would frequently show signs of manual intervention” (Cleary 2019). In turn, regular Twitter users would often unwittingly retweet IRA posts, thereby amplifying the message and allowing IRA accounts to be assimilated into this foreign social media environment. Bots, automation, and big-data analytics do play an important and growing role in DFI. Yet it is important to note that current DFI campaigns make use of the same basic technologies that are available to average citizens on social media platforms (DFRLab 2019).

We also need to recognize the human element present within DFI. A good example is the so-called Chinese “50 cent party” – 50 cents being the alleged rate at which individuals are paid per post – which contains between 500,000 and 2 million Internet commentators. Reviewing leaked Chinese documents, Harvard University’s Gary King and colleagues found that “each [online post] was written by a specific, often identifiable, human being under direction from the government” (King, Pan, and Roberts 2017, 489). Given that the 50-cent party is estimated to be responsible for approximately 450 million annual postings online, the sheer scope of this endeavour is evident (ibid., 485). Perhaps surprisingly, only about half of the online posts were made on commercial sites, such as Sina Weibo, Tencent Weibo, and Baidu Tieba, popular Chinese microblogging and communications platforms (ibid., 488). The remaining posts were made on Chinese government sites. Equally important is the role of instant messaging apps, such as WeChat or Line, to spread dis/misinformation. Unlike Russian Internet trolls, who often focus their energy abroad, Chinese commentators appear more focused on “cheerleading” government policies, with only a tiny minority engaged in argumentative or taunting posts (ibid., 490).

Similarly, although bots played a significant role behind Russian DFI, attention should also be paid to the role of people who took part in this campaign. Leaked documents released by hackers in 2013 revealed that “Russia’s Internet Research Agency employed over 600 people with an annual budget of $10m” (Benedictus 2016). Regardless of whether the particular employee was assigned to comment on news articles or maintain falsified Facebook or Twitter accounts, each human troll was responsible for producing a given amount of posted material each day. A quota had to be met: “All were assigned specific targets and goals for the number of followers they needed to attract” (Bennett and Livingston 2018, 132).

The amount of IRA activity across the various social media platforms was staggering. The process was documented by American researchers working with New Knowledge, an “information integration company” that works to protect brands, actors, and industries from online campaigns that manipulate narrative and “damage reputation.” On behalf of the US Senate Select Committee on Intelligence, which provided New Knowledge with an “expansive data set” of
social media posts and metadata collected from Facebook, Twitter, Alphabet, and other online platforms, the organization was able to detail how the IRA’s “influence operations targeting American citizens” between 2014 and 2017 took place. A tabulated breakdown of New Knowledge’s findings is provided in Table 1.

While the content shared on these platforms primarily contained memes, images, and short messages and posts, the IRA was also engaged in producing more elaborate disinformation. For example, Vitaly Bespalov, a former employee in one of Russia’s misinformation entities, stated that his assignment was to rewrite news articles about the war in eastern Ukraine, “to chang[e] the text in order to give articles the appearance of originality and a distinctly pro-Russian slant” (Maynes 2018). Bespalov’s goal was not to invent or fabricate stories, but rather to depict and reshape actual events to support the Kremlin’s objectives in Ukraine: “We’d switch the word ‘annexation’ of Crimea for ‘reunification,’ or call the government in Kiev ‘a fascist junta’ while writing favorably about the separatist rebels in Eastern Ukraine” (ibid.). Thus, alongside the relatively unsophisticated content espoused and disseminated by perpetrators of DFI, which is designed to generate an emotional response from the audience, foreign governments have likewise engaged trained specialists to clandestinely reframe content in order to manipulate public opinion. These tactics are explored further and in greater detail in the following section, which highlights DFI campaigns targeting Germany, the UK, France, and Taiwan.
Targeting Democracy: DFI in Action

To better appreciate how DFI has been employed, and to what end, an exploration of recent DFI campaigns launched against four of Canada’s allies and partners follows.

Germany: Tearing the Heart out of Europe

Although the 2017 German Federal elections experienced a general lack of direct political interference compared to what other European states faced in their own recent elections, Germany has not been immune to DFI (Stelzenmuller 2017). In many ways, Germany, which has become the political and economic centre of Europe and is the primary force behind Europe’s collective response to the migrant crisis, is a primary target of DFI. Russia, in particular, appears to have Germany in its sights.

Russia’s goal is less about stealing or hacking a German election or purposefully propping up a favoured, and presumably pro-Russian, candidate, but rather to muck up the German electoral system itself. “Cyberattacks are taking place with no other motive than to cause political uncertainty… to put pressure on open discourse and on democracy,” explains Bruno Kahl, head of Germany’s Federal Intelligence Service (Bundesnachrichtendienst). “Europe,” Kahl adds, “is now the focus of these interference attempts, and Germany in particular. The perpetrators are mostly interested in delegitimizing the democratic process, no matter whom they help get ahead” (King 2016). Several German examples illustrate how the process works.

In 2015, for instance, hackers with ties to the Russian government targeted the Bundestag.

email accounts, leaking the information through proxies such as WikiLeaks, and then utilizing bots, human trolls, and state-controlled media outlets to spread and amplify the disinformation. German intelligence sources reported that the source of this attack – an actor dubbed APT28 (Advanced Persistent Threat 28) or Fancy Bear – was the same Russian cyber espionage organization that reportedly hacked the US Democratic National Committee during the 2016 presidential election, alongside the 2017 French elections (ibid.). In all three cases, hacked information was rolled into a larger DFI campaign, which involved leaking both factual and at times fabricated information to the public.

Another prominent German case of DFI surrounds the alleged disappearance and rape of a 13-year-old Russian-German girl in January 2016, commonly known as “The Lisa” case. The girl – who police later determined had been visiting and staying at a friend’s house – was thought to have gone missing over a 30-hour period (Meister 2016). Picking up on the girl’s false claims
that she had been sexually assaulted during that period by foreigners and migrants, the story was extensively covered by domestic and foreign media, culminating in a diplomatic spat between Germany and Russia.

Over a period of several weeks, several Russian-language outlets, including foreign media such as RT, Sputnik, and RT Deutsch, reported on the case; anti-migrant right-wing groups posted material on social media; and public demonstrations were organized via Facebook by German-Russian and far-right organizations (Meister 2016). At one point, Russian Foreign Minister Sergei Lavrov accused Germany of a cover-up: “The news of her disappearance was kept secret … They [German authorities] are painting over reality with political correctness” (Huggler 2016). The end result was a firestorm of intensive anti-migrant sentiment within Germany, whipped up by highly emotional political rallies and amplified through social media.

**United Kingdom: Sowing Division, Mistrust, and Confusion**

Like Germany, recent DFI campaigns aimed at the UK have primarily originated from Russia. A London School of Economics paper revealed that the Russian government’s aims in the UK are based on promoting its foreign policy agenda through local proxies (including among far-right and pro-Brexit organizations), eroding trust in democratic institutions, increasing political polarization, and spreading confusion during crises, elections, and other key national events (Applebaum et al. 2018, 3). Another report, published by the Oxford Internet Institute, noted that the UK has been a target of DFI around national elections, with the issue of immigration and migration often taking centre stage. And, the campaigns have been enabled by both bots and human social media accounts (Bradshaw and Howard 2018, 14).

The result of these and other DFI campaigns in the UK are difficult to measure, however. While the British House of Commons, in an October 2018 Interim Report, *Disinformation and ‘Fake News’,* concludes that “the Government has not seen evidence of successful use of disinformation by foreign actors, including Russia, to influence UK democratic processes,” subsequent reports by the House of Commons suggested otherwise (ibid., 16). In its February 2019 Final Report, it concluded that defining successful interference “is impossible” and that there was otherwise “strong evidence” from third-party experts and research institutions that “point to hostile state actors influencing democratic processes” (UK 2019).

Examples of DFI from the UK include several notable events. For instance, DFI targeted the results of the 2014 Scottish Independence Referendum, in which pro-Kremlin social media accounts later distributed fake video content meant to discredit and subvert the integrity of the vote count itself (Carrell 2017; DFRLab 2017b). The content was curated to depict vote rigging, with the intention of inflaming supporters of Scottish independence, who narrowly lost.

Later, in 2017, on the heels of a string of deadly terrorist attacks in London and Manchester perpetrated by supporters of the Islamic State, Russian-based social media content was again used to spin the attacks in a way that could inflame anti-migrant and anti-Muslim sentiment in the UK and Europe more broadly. Researchers at the Centre for Research and Evidence on Security Threats – a consortium that brings together major British universities – found that 47 different social media accounts were used to “influence and interfere with public debate following” the attacks. Eight of the accounts posted nearly 500 Twitter messages, which were reposted over 150,000 times. Some of the accounts were broadcasting “inflammatory messages” within 15 minutes of the attacks, attempting to “frame” the events in a certain light. One such tweet, published within one hour of a suicide bombing in Manchester – “Another day, another Muslim terrorist
attack. RETWEET if you think Islam needs to be banned RIGHT NOW!” – was reposted nearly 4,000 times (CREST 2017, 2).

And, in 2018, following the botched assassination, by poisoning, of an ex-Russian spy, Sergei Skripal, on British soil by two Russian agents, there was a concerted online campaign initiated by Russian sources that sought to undermine and ridicule the British government’s investigation of the attack (Applebaum et al. 2018). When UK authorities released CCTV images of the two Russian suspects passing through two gates upon arriving at Gatwick airport outside London, pro-Kremlin social media accounts immediately pounced on the fact that the images had identical timestamps: They ridiculed UK authorities as a result, painting the event as a British intelligence operation.

Russian Foreign Ministry spokesperson, Maria Zakharova, then chimed in: Either “the date and the exact time were superimposed on the image,” or the supposed Russian spies had “mastered the skill of walking simultaneously” (Gunter and Robinson 2018). It did not ultimately matter that Gatwick has multiple, identical non-return gates, and that the two suspects could easily have passed through them at the same time if they were disembarking together. What mattered was that people were reframing and questioning the investigation, putting into doubt the veracity of the British government’s version of events.

According to Ben Nimmo, an expert on Russian disinformation: “What is really striking is that you no longer see the Russian machine pushing a single message, it pushes dozens of messages. The more different theories you put out, the more different Google results you’re going to get … and for someone who is not following the story regularly, that becomes more and more confusing” (Gunter and Robinson 2018). New conspiracy theories surrounding the British investigation soon emerged online, including that the suspects were hired British actors or MI6 agents, and humour was used to poke fun at British authorities and mock their investigation.

When the UK named the Russian suspects, pro-Kremlin accounts posted near-identical tweets, for instance, with pictures of famous Hollywood spies and historical figures – like Jason Bourne and Joseph Stalin – instead of the suspects. And once again, Russian officials then chimed in: Russia’s embassy in London posted content on its social media page that juxtaposed the image of the suspects alongside British authorities in biohazard suits, asking readers to “spot the difference” (ibid.). The British House of Commons concluded in 2018 that Russia was seeking to “weaponise information” to achieve its strategic goals, and that in the specific case of the Skripal poisoning, it had “promulgated at least 38 false disinformation narratives” to do so (UK 2018).

France: New-age Vote Rigging

On May 5, 2017, two days before the second round of the French presidential election, a large number of files were uploaded to the anonymous sharing site PasteBin, titled “EMLEAKS” (Mohan 2017). The files contained thousands of emails – some real, some fabricated – and other political documents related to En Marche!, a political party founded by Emmanuel Macron, then the election’s frontrunner. The document release was timed to coincide with the 44-hour media blackout that precedes all French elections – an election rule that dates back decades – presumably in order to prevent Macron from countering any pejorative content contained in the documents.

Nearly two years after the hack, the French government has yet to officially blame any country or individual for the political interference, noting only that, “What can be safely assumed is that, whoever the perpetrator was, they were at least linked to Russian interests and received help from the American alt-right and French far right, two communities that share a very close vision
to that which is articulated by the Kremlin” (Vilmer et al. 2018, 111). Though Macron ultimately won the election, the so-called MacronLeaks highlight the process by which the DFI campaign was orchestrated.

Although the document dump garnered the most public attention, the document release was only the culmination of a much longer and internationally coordinated disinformation campaign orchestrated against Macron (Vilmer 2019). First, several political institutions and parties were hacked in order to illegally secure sensitive and potentially damaging information (Toucas 2017). At least five of Macron’s closest aides and allies had their professional and personal emails hacked, including his speechwriter, the campaign’s treasurer, and two MPs (Vilmer et al. 2018, 107).

The hacks were followed by a “diffusion of rumors and insinuations” published by various media between January and February 2017: On February 4, 2017, for example, an article by Sputnik (2017) – a tabloid linked to the Russian government (Nimmo 2016) – presented Macron as a “US agent supported by a very wealthy gay lobby.” Then, just hours before the final leaders’ debate between Macron and Marine Le Pen – leader of France’s far-right political party, National Rally (formerly, National Front) – on May 3, 2017, two fake documents alluding to Macron’s secret offshore accounts were posted to 4Chan – an online, English-language bulletin-board (of sorts) that allows users to post and share material anonymously. The post was then disseminated via Twitter by 7000 accounts, with the #MacronGate hashtag. During the debate itself, Le Pen mentioned the “existence of hidden accounts” herself (Vilmer et al. 2018, 107). Finally, days later and just hours before the stolen documents were ultimately leaked, rumours of sensitive political documents began circulating the Web, not least by Julian Assange of WikiLeaks, who claimed to have “interesting documents” about Macron (Toucas 2017). The suspense surrounding the pre-election document leak was carefully built-up, with the intent of causing maximum damage to Macron.

A key takeaway from the MacronLeaks is that while the initial cyberattack was most likely orchestrated by a foreign power – i.e., Russia – the actual DFI campaign itself and the spreading of misinformation were carried out by a consortium of French and foreign groups and individuals. Indeed, the hashtag #MacronLeaks was coined by Jack Posobiec, an American alt-right commentator based in Washington, DC, who was one of the first people to share links to the stolen documents. #MacronLeaks reached over 45,000 tweets in under four hours (Volz 2017). Presumably, Mr. Posobiec has no personal stake in the outcome of the French election, other than an ideological affinity with Le Pen and her political movement. Only after the American far right popularized the document dump, did news about the leaks migrate to France, where it was then picked up by Le Pen supporters (Chhor 2017). Bots were also used to further disseminate material: The ten most active accounts using #MacronLeaks posted over 1,300 tweets in just a few hours, a “classic sign of bot use” (DFRLab 2017a).
Taiwan: Targeting Public Opinion and Independence

Chinese leaders view the Internet as both a threat to the stability and continued rule of the Communist Party, as well as a tool for population control and dissemination of propaganda (Canada 2018a). Although the goals of China’s digital strategy extend to many areas, leaked documents published by the China Digital Times – an online news platform banned in mainland China – reveal that online Chinese commentators were directed to influence Taiwanese public opinion and democracy. Some of the methods outlined include making the United States the target of criticism, playing down the existence of Taiwan, explaining how democracy is not well-suited to capitalism, showing how the West is forcibly pushing its values abroad, and stirring up “pro-Party and patriotic emotions” (Xiao 2011). More than ever, DFI now permits China to target individual Taiwanese citizens and more covertly discredit the notion of an independent Taiwan in world opinion.

In recent years, China’s interference with Taiwanese politics has changed from military intimidation during Taiwanese elections to information and economic warfare (Tsai 2018). In 2014, Ko Wen-je successfully ran for mayor in Taipei, backed by pro-independence Democratic Progressive Party (DPP), against Sean Lien, a more seasoned Nationalist Party (KMT) politician. Ko Wen-je’s campaign was considered transformative for Taiwanese politics in its use of social media and other digital platforms (Monaco 2017). For example, his campaign created and used a program able to “crawl public pages on Facebook and collect all the data it could—how many likes or shares each post got and how many people liked or followed the page, etc.” (ibid., 11). However, as Taiwan’s politicians became aware of the power of digital campaigning, there is considerable evidence that China has increased its own DFI against Taiwanese democracy.

After the election of pro-independence candidate Tsai Ing-wen as president in 2016, China launched the Diba Facebook campaign to “show the reaction of Chinese citizens to Taiwan’s election of Tsai Ing” (ibid., 23). The campaign involved posting pro-mainland messages on Ing-wen’s Facebook page, which eventually garnered nearly 50,000 comments and replies. The messages expressed opposition to Taiwan’s independence, and extolled mainland China and the virtues of socialism (ibid.). While the intent behind the Diba campaign is unknown, one can speculate that flooding Ing-wen’s Facebook page after she had just won an election on a pro-independence platform was meant to subtly remind her, and her followers, that China was still adamantly opposed to Taiwanese independence. Commentators have also expressed concern about China’s intervention in Taiwan’s 2018 local elections of city mayors and county and village leaders (Horton 2018).

In addition to interfering in Taiwan’s elections, a Taiwanese government task force, established to monitor the spread of fake news on social news, has “unequivocal evidence” that “the Chinese government is using online content farms to create fake news to manipulate Taiwanese public opinion and polarize society” (Chien, Chung, and Chin 2018). Content farms (also known as content mills) refer to Internet platforms that employ large numbers of freelance
writers to create unlimited content (Tung 2016). Many are located in mainland China and are used to spread misinformation, including fabricated stories, about Chinese military exercises, the cross-Strait relations, and Taiwan’s failed economic and agricultural policies. Much of this content is generated by people, though the material itself is spread and replicated online by bots. Of note, “every day, as many as 2,400 distinct pieces of disinformation targeting Taiwan originate on Facebook” (Cole 2018).

Perhaps the most notorious example of Chinese disinformation targeting Taiwan is the 2018 fabricated story that China’s consular services in Osaka, Japan, dispatched buses to rescue Taiwanese citizens trapped at Kansai International Airport, Japan, following Typhoon Jebi (Ko 2018). The implication of this story was that Taiwan was either incapable of helping its own citizens or unwilling to do so, whereas China would always assist fellow nationals. In fact, China never dispatched any aid to the stranded Taiwanese – the airport authorities provided the transportation. But that did not stop mainstream media outlets in Taiwan, and elsewhere, from picking up the story without verification. Criticism then emerged, blaming Taiwan’s office in Osaka for failing to assist the stranded tourists. As a result of this blistering criticism, Taiwan’s official representative in Osaka, Su Chii-cherng, committed suicide.

China’s campaign of subversion, at least with respect to the digital aspect, is very similar to Russia’s more notorious actions against the United States, France, Germany, and the United Kingdom. Moreover, China’s attempt to discredit Taiwan’s success and independence also bears close resemblance to Russia’s actions to portray the Baltic states and Ukraine as a “failed experiment of both post-Soviet transformation and Euro-Atlantic integration” (Canada 2018a, 36). It is important that Chinese news about Taiwan is viewed with the same skepticism that citizens in Western democracies regard news emanating from dubious Russian sources such as Sputnik or RT. Although the West has been focused on countering Russian digital interference, this illustrative case study highlights the importance of developing flexible policies that can respond to interference from wherever it emanates.

In sum, these episodes of DFI from Germany, the UK, France, and Taiwan highlight a particular pattern of operation, repeated in whole or in part across the different examples. The process often starts with sophisticated hackers, often backed by a state, stealing sensitive personal and/or professional digital data that might embarrass or otherwise threaten foreign political adversaries if publicly released. At times, especially inflammatory but fabricated data are added to the stolen data to augment their overall effect if and when they are released, or to sow general confusion. Next, the data are eventually dumped anonymously and made publicly available on a popular and free discussion board or via another intermediary, such as WikiLeaks. Twitter and other social media platforms are then used to draw broader attention to the documents and data, which are picked up and further disseminated by particular social media personas and online political communities. Bots do their part to amplify the process even further. This creates even broader popular awareness, and eventually, the content enters the collective mainstream, shared by regular social media users and reported upon by traditional media.

As far as DFI has evolved over the past several years, the future of DFI poses yet another set of challenges. The automation of the process, augmented by emerging disruptive technology such as AI, will help broaden the malicious use and possible effect of DFI on democracies. The following section explores the nexus between AI and digital foreign interference.
DFI 2.0: The Robotic Touch

Although certain bots perform benign, even useful, functions, such as indexing web pages – a capability utilized by all online search engines – bots have become a key component in DFI. Bots can perform very simple functions to spread information online, such as providing prompts for re-watching a video on YouTube to boost its overall view count, retweeting messages, and liking Facebook pages. Social bots can also generate very simple messages, which can be self-generated or pre-fabricated by humans. However, with further advances in artificial intelligence, bots can become increasingly sophisticated, capable of autonomously generating their own realistic messages and interacting with (unwitting) real users. As AI becomes progressively more sophisticated, it will be able to generate photographs, video, and texts that will increasingly become indistinguishable from similar material created by humans.

Consider synthesized text. Using open-source “text generation software” and training it against a dataset of UN General Assembly speeches offered since 1970 (also available free, online) researchers were able to train a machine to pump out fake but highly realistic UN political speeches. The resulting speeches ranged from the familiar and diplomatically mundane – “Climate change continues to be a major concern of all world leaders, and the Government of Mali reiterates its call for the UN to urgently adopt a series of measures …” – to the hateful and inflammatory – “Refugees are terrorists and are taking the lives of their citizens. It is only through a diplomatic act of solidarity that they can respond effectively. It is a humanitarian duty. Every effort must be made to ensure that the safety of all the world’s civilians is not threatened” (Bullock and Luengo-Oroz 2019). The fabricated speeches aren’t perfect, but at a cost of less than $10 and 13 hours of labour, they are also a bargain. Malicious actors could easily circulate these speeches online, tucked in among other legitimate UN material, as part of a targeted DFI campaign to smear a given leader or country.

Another similar example of the growing potential of AI is OpenAI’s language model, GPT-2, which can “generate realistic text in a variety of styles, from news articles to fan fiction, based off some seed text” (Lowe 2019). Feed the machine some starter information, and it fills in the gaps to establish a coherent, written sample. For example, GPT-2 was able to create a coherent news story about the discovery of unicorns based on three lines of seed text (Mak 2019):

Seed Text:
In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously unexplored valley, in the Andes Mountains. Even more surprising to the researchers was the fact that the unicorns spoke perfect English.

GPT-2 Produced Response:
The scientist named the population, after their distinctive horn, Ovid’s Unicorn. These four-horned, silver-white unicorns were previously unknown to science. Now, after almost two centuries, the mystery of what sparked this odd phenomenon is finally solved. Dr. Jorge Pérez, an evolutionary biologist from the University of La Paz, and several companions, were exploring the Andes Mountains when they found a small valley, with no other animals or humans. Pérez noticed that the valley had what appeared to be a natural fountain, surrounded by two peaks of rock and silver snow. Pérez and the others then ventured further into the valley. “By the time we reached the top of one peak, the water looked blue, with some crystals on top,” said Pérez.
Again, the generated text is not quite perfect. The language and phrasing is at times slightly off. Through repeated analysis, however, AI will continually strive to optimize the content of its messages for maximum rhetorical effect: AI’s ability to persuade individuals will become increasingly potent the more data are available to it. OpenAI concluded that its algorithm was sufficiently dangerous that it chose to release only a “much smaller version of the model and withhold the data sets and training codes that were used to develop it” (ibid.).

Google’s Duplex, a rival to Amazon’s Alexa and Apple’s Siri, provides a third impressive and recent example of fabricating material, but this time in the form of real-time oratory. Duplex is said to have passed the Turing Test3 in spring 2018 after the machine was able to book appointments and make reservations with humans over the phone, live (Nieva 2018). Human receptionists on the other end of the line did not know or realize that they were speaking to a machine. Duplex “uses verbal ticks like ‘uh’ and ‘um’,” to pass itself off as a human: “It speaks with the cadence of a natural human voice, pausing before responding and elongating certain words as though it’s buying time to think” (ibid.).

Of greatest concern, however, is the fact that just as DFI encompasses more than text or written material, and includes the use of images and videos, the future of AI-generated misinformation and disinformation will also extend to these media formats. Welcome to the world of deepfakes. A portmanteau of “deep learning” (one method of machine learning, which is itself a subset of AI) and “fake”, deepfakes are “video forgeries” that appear to make people say or do things they never did (Solsman 2019).

The premise is rather simple. With enough photo or video images of a person, facial recognition algorithms can unpack every minute detail and, over time and making millions of iterations, recreate a solid replica of the person’s original face (Leslie, Hoad, and Spraggon 2018). The material can then be superimposed onto other video content. Add audio – also facilitated by AI – and you have a convincing video of a person engaged in a scenario that never took place. The process can be used on just about anyone: Most people are prolific posters, happily plastering images of themselves on social media. Target the right individual, however, and the technology is ripe for use in DFI. Writing for the Council of Foreign Relations, Robert Chesney and Danielle Citron (2018) argue that “the array of potential harms that deep fakes could entail is stunning”: Well-crafted and well-timed deepfakes could “tip an election, spark violence … bolster insurgent narratives about an enemy’s supposed atrocities, or exacerbate political divisions in a society.”

Alina Polyakova, writing for the Brookings Institution, focuses on AI as a tool of asymmetric war; she calls it “AI-driven asymmetric warfare” (ADAW). With Russia in mind, Polyakova (2018) illustrates how weaker adversaries might “co-opt existing commercially available” AI technology to challenge stronger states with AI-generated disinformation or political influence campaigns that rely on deepfakes. The goal would be to produce and distribute fake but highly realistic and customized content to strategically shift narratives and perceptions, and, ultimately, behaviour.
Hyper-realistic synthetic videos might show President Donald Trump suggesting to Chinese President Xi Jinping, on the sidelines of an international gathering, that the US is willing to quietly let China increase its influence over Taiwan. Or, they might depict military leaders – say from Israel, France, Canada, or Saudi Arabia – uttering toxic statements about an ongoing military engagement – in Gaza, Mali, Iraq, or Yemen – that are tailored just right to inflame local resentment. Or, deepfakes might be used on the eve an election, depicting a top candidate as saying racist, misogynist, or otherwise harmful things (Dem 2019). Or, they could be used to coerce or threaten a politician: Think of Russia surreptitiously threatening a Ukrainian presidential nominee with engineered content that could influence the candidate’s standing among the electorate. The possibilities are nearly endless (Tillman 2019).

Deepfakes are still imperfect: Glitches are often apparent to the naked eye. But the technology is improving every day (Piper 2019). In May 2019, for example, researchers published work on recent technological developments that bring still photographs and even portraits – of the Mona Lisa or Albert Einstein, for example – to life, using the portrait itself and data from real faces that closely resemble it (Zakharov et al. 2019). The result is stunning “living portraits” (Zakharov 2019). Step outside the computer science world and it is clear that creating nearly flawless doctored video and photo content can already be accomplished quickly and relatively cheaply. Do-it-yourself tutorials provide step-by-step instructions (Zucconi 2018).

For those with more money than time, deepfakes for hire are a popular option (Jianguo123 2018). At the aptly titled thispersondoesnotexist.com, a new, realistic, AI-generated face of a person that never lived is generated every time you refresh the page. These synthetic pictures might prove useful for establishing sophisticated fake social media accounts, as appears to have been the case featuring “Maisy Kinsley,” a supposed Bloomberg journalist, equipped with a serious looking headshot, a Twitter bio, LinkedIn page, and personal website, fishing for information on social media (Fleishman 2019). And deepfake apps are available, free, online. One comes with a friendly disclaimer: “FakeApp was created to give everyday people access to realistic faceswapping technology for creative and exploratory use. If you use this tool, please use it responsibly” (deepfakeapp 2018).

Probably the most famous FakeApp forgery has former President Barack Obama suggesting that “President Trump is a total and complete dipsh**.” Buzzfeed, an American media and entertainment company, created the video using American actor and filmmaker Jordan Peele – standing in for Obama – and 56 hours of an employee’s time (Silverman 2018; Mack 2018). The video is meant as a Public Service Announcement, to warn the public of new-age fake news; it has been watched millions of times over.

Because determining the veracity of AI-manipulated content and attributing its source is difficult to do, countering this type of coercive misinformation may be challenging (Knight 2018). And, as deepfake technology becomes more commonplace, it will make us question the veracity of all video
content, both real and fake. That will allow individuals who were legitimately caught on tape doing or saying outrageous things to simply deny it (Leslie et al. 2018). Truth, once again, will suffer.

In a harbinger of how fake video content might spread online and influence political behaviour, consider the videos of prominent Democrat and speaker of the US House of Representatives, Nancy Pelosi, that appeared in May 2019. Originally taken at an event at the Center for American Progress, one video is subtly altered such that it appeared that Pelosi was slurring her words (Guardian 2019). The edited video was then posted on social media, where it was shared, reposted, and otherwise viewed millions of times. Other, similarly altered clips of Pelosi eventually found their way to mainstream media – Fox News spent a segment dissecting the videos and commenting on Pelosi’s mental and physical health (NowThis Politics 2019) – which were subsequently shared by President Donald Trump, no less. “PELOSI STAMMERS THROUGH NEWS CONFERENCE,” President Trump tweeted in all caps (Musil 2019; Harwell 2019a). An analysis of the original and altered videos found that the latter had simply been slowed down, their pitch altered, to make it appear as though Pelosi was ill, or perhaps inebriated. The videos had been doctored. Their political effect – embarrassing Pelosi, galvanizing Trump’s political base, and otherwise clogging the news cycle – was real.

The implication of all of this emerging technology and the potential dangers are clear: Instead of relying on thousands of humans to post original material, perpetrators of DFI could, eventually, rely on thousands of sophisticated algorithms and bots to create and spread nearly perfect fake or misleading information and news, engage in “live” social media disputes with human opponents, and otherwise generate mountains of disinformation at incredible speeds. And because the content will appear human-generated, organizations and individuals will have an increasingly difficult time distinguishing it from actual, online discourse.

As a result, some organizations are turning to AI to counter AI-enabled DFI. With the release of GPT-2, researchers at MIT began developing counter software, GLTR, for instance, which can provide users with a probability score of whether a given text was machine- or human-generated (Mahmood 2019). Something similar is taking place with deepfakes: Companies and research institutions are developing tools to detect the coming generation of sophisticated, AI-generated forgeries (Liwaiwai 2019). Even the US military, via DARPA’s Media Forensics program, is supporting efforts to develop counter technologies that can automate the integrity assessment process of online images and videos (Villasenor 2019).

Similar to the situation emerging with text-based disinformation, an ongoing race is emerging between technologies that are capable of generating fake content and technologies that are capable of detecting it. AI will be central to both processes. The eventual end result is that countries with more advanced AI capabilities may be able to both disseminate and counter false information more easily than countries with less sophisticated AI. A country’s ability to resist DFI in the future, and protect its democratic institutions, may be a function of its ability and willingness to develop and deploy AI defences.
Conclusion: Thoughts on the Way Ahead

Foreign disinformation campaigns have come a long way since the era of political propaganda. Technology has driven the process. Digital data have helped establish a repository of sensitive information that has proven difficult to protect and defend. The Internet, and the social media applications built upon it, provides individuals, communities, organizations, and countries with new ways to interact and share information in ways that circumvent traditional borders. And developments in software and AI provide the context for machine-generated content equal in quality to and greater in quantity than human-generated content.

Some states have proven willing and able to take advantage of these technological advances to develop tactics and strategies to surreptitiously turn real and fabricated information into political influence and power. The concern to Canada and like-minded democracies, whose societies and political systems rest on the free exchange of ideas and open political debate, is that these technological and strategic innovations, when wielded in certain ways, threaten to undermine the very social and political fabric upon which democracy rests.

Responding effectively to DFI will require a multifaceted, multilateral, and flexible response. Internet companies and social media firms will have to be held accountable for the information they disseminate and post on their sites. These companies should be encouraged to find better ways to identify, flag, correct, and even eliminate false or misleading information in a timely and efficient manner. Independent tribunals might be established to review and possibly reinstate material that is removed, ensuring freedoms of online expression are upheld. Likewise, states should explore ways to persuade firms to be more transparent about how their algorithms function, encouraging them to adjust algorithms to minimize the promotion and reach of disinformation. That may require states to more clearly define fake news, disinformation, misinformation, and related terms, so as to promote a common legal understanding of the phenomenon among and between the private and public sectors.

From a geopolitical perspective, Canada should continue working with like-minded states, through the G7’s Rapid Response Mechanism (RRM) and other similar endeavours, to counter DFI when and where it occurs (Canada 2019). Providing a common baseline for response and collective action will help individual democracies present a unified front. Research on threats, counter measures, and best practices should be collected and shared among allies, and joint training exercises should be held to counter DFI to better hone skills and responses. Non-G7 democracies should be invited to participate in these training simulations. Canada, working in partnership with others, might likewise explore – cautiously – whether and how it might use DFI against known and identified aggressors, if only to communicate a willingness to retaliate in kind to deter further nefarious engagement.
Finally, in terms of AI and the future of DFI, Canada should encourage the continued private sector development of domestic AI excellence in a manner that finds the right balance between providing researchers with access to appropriate and necessary training data – including, potentially, Canadian government data – and privacy rights. In a similar vein, Canada should explore the feasibility of developing shared norms and agreements with like-minded allied states that would permit the pooling of national data for use in collective AI research. If there is one undeniable advantage some states – notably, China – have over others, including the US, Canada, and the Europeans, with respect to AI development, it is data. Data fuel AI: The more (good) data at hand, the better the AI. And China is awash in them. According to Kai Fu Lee, author of *AI Superpowers: China, Silicon Valley, and the New World Order* (2018), China’s “data edge is three times the US based on mobile user ratio, 10 times the US in food delivery, 50 times in mobile payment, and 300 times in shared bicycle rides.”

Matching China’s advantage will require pooling data resources multilaterally. This is already happening in Europe, with Germany and France seeking methods of bilaterally sharing their data in order to compete commercially with American and Chinese companies (Dittrich 2018, 2). Broader European cooperation will follow (EU 2018). If democracies are to match China’s data advantage, Europe, the US, Canada, and others must work together, if not for commercial purposes, then at least for national defence. With a larger data pool and more skilled engineers and developers, Western democracies would be in an excellent position to defend against future, AI-enabled DFI campaigns. Finally, because DFI relates to statecraft and intelligence, Canada should explore ways to better integrate AI expertise into Canada’s defence establishment: Private sector insights should be better leveraged within Canada’s national security apparatus so as to assist the government in developing and deploying AI to counter future iterations of DFI.
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Endnotes

1 According to a recent Symantec report, the IRA’s 3836 fake accounts (with 123 main accounts and 3713 auxiliary accounts) pushed out over 10 million tweets (Cleary 2019).

2 Of course, this does not mean that Russia does not favour certain politicians or political parties. For example, the German domestic intelligence agency (Bundesamt für Verfassungsschutz) has been investigating Russia’s possible ties to far-right parties, including the Alternative for Germany party (Martin 2019).

3 The Turing Test “is a way of evaluating a machine’s intelligence – to pass, a robot must behave in a way indistinguishable to a human” (Nieva 2018).

4 DARPA is the Defense Advanced Research Projects Agency.
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